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RESUMEN

El estudio analiza el concepto de agen-
cia epistémica en el contexto del avan-
ce de la inteligencia artificial (IA) y su
influencia en la configuracion de la hu-
manidad tecnoldgica. Se propone que
el modo en que los individuos generan,
seleccionan y validan conocimiento
estd siendo profundamente reformulado
por sistemas algoritmicos que median
las experiencias epistémicas cotidia-
nas. Desde una perspectiva psicosocial
y educativa, se examinan los riesgos
de la delegacion epistémica a sistemas
no humanos y se plantea la necesidad
de fortalecer la autonomia critica y la
responsabilidad cognitiva en escenarios
dominados por la IA. El trabajo sugie-
re que la preservacion de una agencia
epistémica genuina resulta esencial
para sostener una humanidad tecnologi-
ca ética, critica y empadtica.

Palabras claves: agencia epistémica,
inteligencia artificial, cognicién exten-
dida, humanidad tecnologica, psicolo-
gia social.

ABSTRACT

This study analyzes the concept of epis-
temic agency within the context of the
advancement of artificial intelligence
(AI) and its influence on the shaping
of technological humanity. It proposes
that the way individuals generate, se-
lect, and validate knowledge is being
profoundly reshaped by algorithmic
systems that mediate everyday epis-
temic experiences. From a psychoso-
cial and educational perspective, the
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risks of delegating epistemic authority
to non-human systems are examined,
and the need to strengthen critical au-
tonomy and cognitive responsibility in
Al-dominated scenarios is highlighted.
The paper suggests that preserving gen-
uine epistemic agency is essential for
sustaining an ethical, critical, and em-
pathetic technological humanity.

Keywords: epistemic agency, artificial
intelligence, extended cognition, tech-
nological humanity, social psychology.

INTRODUCCION

Lo social y educativo ha introducido
un nuevo paradigma en la forma en
que las personas acceden, procesan y
validan el conocimiento. En este con-
texto, la nocidén de agencia epistémica
—la capacidad de un sujeto para ejercer
juicio critico y ser responsable de sus
creencias— cobra una relevancia inusi-
tada. Mientras que tradicionalmente se
consideraba que el conocimiento era el
resultado de procesos humanos de re-
flexion y experiencia, hoy se observa
una creciente delegacion de decisiones
epistémicas a sistemas algoritmicos,
muchas veces opacos.

El articulo propone reflexionar sobre el
impacto que la IA tiene en la configu-
racion de una humanidad tecnologica,
entendida como un nuevo modo de ser
humano en interacciéon constante con
mediaciones artificiales. A partir de un
enfoque psicosocial, se analiza como la
agencia epistémica puede verse erosio-
nada por la automatizacion del juicio, y
qué estrategias pueden emplearse para
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preservar la autonomia critica en este
nuevo ecosistema cognitivo.

El objetivo general de este trabajo es
analizar el impacto de la inteligencia ar-
tificial en la agencia epistémica de los
individuos y su influencia en la confi-
guracion de una humanidad tecnologi-
ca desde una perspectiva psicosocial y
educativa.

Los objetivos especificos, son:

* Examinar cémo la mediacion algo-
ritmica en procesos de informacion
afecta la autonomia epistémica.

* Identificar formas de dependencia
cognitiva hacia sistemas de A en con-
textos educativos y sociales.

* Proponer estrategias que fomenten
una agencia epistémica activa frente a
entornos automatizados.

 Reflexionar sobre las implicancias
éticas de una humanidad tecnologica
sin agencia critica.

Se tiene en cuenta la siguiente hipote-
sis: La creciente delegacion del juicio
epistémico a sistemas de inteligencia
artificial debilita la agencia epistémica
humana, promoviendo una humanidad
tecnoldgica caracterizada por una de-
pendencia cognitiva que amenaza la au-
tonomia critica y la responsabilidad del
conocimiento.

FUNDAMENTACION CONCEPTUAL
La Agencia Epistémica

La agencia epistémica se refiere a la
capacidad de un sujeto para asumir res-
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ponsabilidad por sus creencias, evaluar
criticamente las fuentes de informacion
y participar activamente en procesos
de construccion de conocimiento. Esta
agencia supone autonomia, reflexion
y juicio. Autores como Fricker (2007)
han advertido sobre las injusticias epis-
témicas, donde ciertos sujetos son des-
legitimados como portadores validos
de conocimiento. En contextos de IA,
esta injusticia puede trasladarse a una
pérdida de control del sujeto sobre sus
propios procesos cognitivos.

En el ambito hispanohablante, diversos
pensadores han abordado la relevancia
de la agencia epistémica en la socie-
dad contemporanea. Por ejemplo, Nino
(1992) destaca la importancia de una
ciudadania critica y participativa para la
consolidacion democratica, lo que im-
plica una agencia epistémica activa en
la evaluacion de la informacion publica.
Asimismo, Cortina (2007) subraya la
necesidad de una razon dialdgica y cri-
tica en la construccion del conocimiento
y la ética, lo cual resuena con la nocién
de agencia epistémica como capacidad
de discernimiento y deliberacion. De la
Cruz y De la Mata (2007) profundizan
en como los procesos sociales influyen
en la construccion del conocimiento,
resaltando el papel activo del individuo
en la interpretacion y validacion de la
informacion en interaccion con su en-
torno.

Cognicion distribuida y dependencia
algoritmica

La teoria de la cognicion distribuida
(Hutchins, 2001) sostiene que el pen-
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samiento no estd confinado a la mente
individual, sino que se extiende a tra-
vés de herramientas y sistemas. En este
sentido, la A representa una extension
cognitiva que puede aumentar o dismi-
nuir la agencia epistémica, dependiendo
del uso que se le dé. Cuando los sujetos
dependen pasivamente de algoritmos
para interpretar, clasificar o decidir, su
agencia epistémica se ve comprome-
tida. La fatiga epistémica se manifies-
ta cuando los individuos se habituan a
aceptar sin cuestionamiento las reco-
mendaciones de sistemas de IA, lo que
puede derivar en una automatizacion
del pensamiento critico y la pérdida de
la capacidad de evaluar la validez del
conocimiento recibido.

Castells (1996) analiza la emergencia
de la sociedad red y como la informa-
cion se convierte en el eje central de
la organizacion social, lo que implica
una reconfiguracion de la cognicion y
las formas de conocimiento. Aunque no
se centra explicitamente en la agencia
epistémica, su analisis de la interco-
nectividad digital y la influencia de los
flujos de informacion es fundamental
para comprender como la cognicion se
distribuye en la era digital. Por su parte,
Echeverria (1997) explora la transfor-
macion de los espacios de interaccion
y conocimiento debido a las nuevas tec-
nologias, anticipando la creciente de-
pendencia de sistemas mediaticos en la
construccion de la realidad y el saber.

Humanidad tecnolégica y psicologia
social

El concepto de humanidad tecnologica
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alude a un nuevo tipo de subjetividad
moldeada por la integracion constante
con dispositivos inteligentes. Desde la
psicologia social, esta transformacion
implica un redisefio de la identidad, de
las relaciones interpersonales y del rol
del sujeto en los procesos de aprendizaje
y toma de decisiones. La influencia al-
goritmica puede operar como forma de
presion social, generando conformidad
digital y uniformidad de pensamiento.
Autores como Zuboff (2019) han ad-
vertido que la arquitectura digital actual
estd diseflada para maximizar la previ-
sibilidad del comportamiento humano,
reduciendo los margenes de autonomia.
La agencia epistémica, entonces, no
solo debe ejercerse en términos indivi-
duales, sino también como resistencia a
una estructura que modela las creencias
y decisiones colectivas.

Sampedro , aunque no directamente
ligado a la IA, aborda la deshumaniza-
cion inherente a la tecnificacion excesi-
vay la pérdida de la autenticidad en las
relaciones humanas, lo que puede extra-
polarse a la preocupacion por la agencia
epistémica en un entorno tecnoldgico.
Piglia (1999) reflexiona sobre como la
informacion y la narrativa se constru-
yen en la era digital, planteando interro-
gantes sobre la autoria y la autenticidad
del conocimiento en un mundo media-
do por la tecnologia. Estos autores, des-
de diferentes perspectivas, contribuyen
a pensar la condicion humana en un
contexto de creciente tecnificacion y la
importancia de preservar la capacidad
critica y la identidad.

O

IA, educacion y responsabilidad
cognitiva

En el ambito educativo, el uso de IA
plantea dilemas respecto a la formacion
de sujetos criticos. La automatizacion
de tareas como la escritura, la sintesis
de informacion o la generacion de ideas
pueden convertirse en una amenaza
para el desarrollo de la autonomia epis-
témica si no se acompafia de practicas
pedagogicas que estimulen la metacog-
nicion, la autorreflexion y la responsa-
bilidad cognitiva. Maggio (2018) sos-
tiene que la educacion debe empoderar
a los estudiantes para que sean disefia-
dores de su experiencia de aprendizaje,
no simples consumidores de contenidos
generados por maquinas. Este empo-
deramiento implica una pedagogia de
la agencia, donde se cultive el discer-
nimiento epistémico y el pensamiento
complejo frente a la proliferacion de
respuestas automaticas.

Freire (1970) defiende una educacion
liberadora que promueva la concien-
cia critica y la autonomia de los estu-
diantes, lo cual es fundamental para el
desarrollo de la agencia epistémica en
cualquier contexto, incluyendo el tec-
nolégico. De Guzman (1993) enfatiza
la importancia de la resolucion de pro-
blemas y el pensamiento creativo en el
aprendizaje, aspectos que se ven ame-
nazados por una dependencia excesiva
de la TA sin una mediacion pedagdgica
adecuada.

RESuULTADOS

Se aplicaron encuestas a 43 docentes
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universitarios con preguntas cerradas
donde se puede elegir una respuesta o
varias respuestas.

En la Figura 1 se puede observar que
el 60% de los docentes detect6d una dis-
minucién notable en la comunicacion
interpersonal de los estudiantes. Esta
evidencia es clave al considerar que
la agencia epistémica no se limita a la
produccion de ideas individuales, sino
que también se construye en el didlogo,
la argumentacién y la interaccion criti-
ca con otros. La merma en habilidades
interpersonales puede debilitar la epis-
temologia compartida, fragmentando la
construccion colectiva del conocimien-
to.

El 70% de los encuestados conside-
16 que el uso de IA ha afectado nega-
tivamente el pensamiento critico y la
autonomia de los estudiantes. Esto re-
presenta un claro indicio de erosion de
la agencia epistémica. La delegacion
del razonamiento a maquinas disminu-
ye la participacion activa del sujeto en
la validacion del saber, llevando a una
pasividad cognitiva peligrosa, en la que
el conocimiento se recibe sin juicio ni
elaboracion (ver Figura 2).

Un 73% relaciona el uso intensivo de
plataformas de IA con altos niveles de
ansiedad y estrés (Figura 3). La sobre-
exposicion a entornos digitales mediati-
cos puede generar sobrecarga cognitiva
y una sensacion de pérdida de control
sobre el flujo de informacion. Este fe-
noémeno afecta directamente la agencia
epistémica al inducir fatiga mental y
reducir la capacidad de mantener una
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Figura 1
Cambios en las habilidades de comunicacion
interpersonal

Pregunta: ;Ha notado algun cambio en las
habilidades de comunicacion interpersonal de sus
estudiantes de la incorporacion de herramientas de
14 en sus procesos de aprendizaje?

Si, una mejora significativa (n=5)

He notado una disminucién notable (n=26)

23%

No he notado cambios significativos (n=10)

5%
No estoy seguro/a (n=2)

Figura 2
Impacto del uso de las herramientas de
Inteligencia Artificial

Pregunta: ;Cree que el uso excesivo de
herramientas de IA en la busqueda de informacion
ha afectado la capacidad de sus estudiantes

para desarrollar pensamiento critico y resolver
problemas de manera autonoma?

Definitivamente, ha disminuido su capacidad (n=15)

En cierta medida ha afectado su autonomia (n=15)

23%

No creo que haya una relacién directa (n=10)

3%

Considero que perjudicé la forma de pensar (n=3)

Q00



actitud critica y reflexiva frente al co-
nocimiento.

La creatividad (38%) y las inteligencias
inter/intrapersonal (32% y 19%) son
vistas como las mas amenazadas (Figu-
ra 4). La creatividad y la introspeccion
son pilares fundamentales de la agencia
epistémica, ya que permiten imaginar,
evaluar y originar conocimiento nue-
vo. Su deterioro puede producir sujetos
epistémicamente subordinados a mode-
los generativos, que no cuestionan, sino
que replican patrones preconfigurados.

La pérdida del pensamiento critico
(36%) y la disminucion de la motiva-
cion intrinseca (30%) son las principa-
les preocupaciones (Figura 5). Aqui se
identifica una doble afectacion: por un
lado, la capacidad de juicio epistémico;
por otro, la voluntad de ejercerlo. Esta
combinacion socava la agencia episté-
mica al convertir al estudiante en un re-
ceptor pasivo, desprovisto de intencio-
nalidad reflexiva.

Las habilidades lingiiisticas y logi-
co-matematicas aparecen como las mas
afectadas (30% cada una), como se
muestra en la Figura 6. Esto refuerza la
idea de un déficit de ejercitacion epis-
témica: los estudiantes dependen de la
IA para resolver problemas, escribir o
comprender, sin comprometerse en el
proceso cognitivo. Se forma asi un tipo
de epistemologia automatica, que niega
el esfuerzo y reduce el compromiso in-
telectual con el saber.

La capacidad de razonamiento (18%)),
la sintesis (15%) y la creatividad (15%)

30O

Figura 3
Impacto de las redes sociales y las plataformas
de Inteligencia Artificial

Pregunta: ;Observa alguna relacion entre el uso
frecuente de redes sociales y plataformas de IA y los
niveles de ansiedad o estrés en sus estudiantes?

Considero que provoca mucho nivel de estrés (n=25)

Posiblemente haya una conexion, pero no estoy
seguro/a (n=10)

12%
No he observado un aumento en los niveles de estrés
(n=8)
34%

Considero que provoca mucho nivel de ansiedad
(n=22)

Figura 4
Amenazas de Inteligencias multiples por el
desarrollo de Inteligencia Artificial

Pregunta: ;Qué tipo de inteligencia multiple cree
que se ve mas amenazada por el desarrollo de la
inteligencia artificial?

Inteligencia intrapersonal: La IA podria dificultar
la introspeccion y la comprension de las propias
emociones (n=15)

Inteligencia interpersonal: La interaccion constante
con méaquinas podria limitar las habilidades sociales
y la empatia (n=25)

38%

Inteligencia creativa: La generacién automatica
de contenidos podria rehuir la necesidad de
pensamiento original y creativo (n=30)

11%

Todas las anteriores (n=9)
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Figura 5
Impacto negativo del uso de Inteligencia
Artificial en el ambito educativo

Pregunta: ;Cudl de los siguientes escenarios
considera mas probable como consecuencia
negativa de la integracion de la IA en la educacion?

Pérdida de la capacidad de pensamiento critico:
Los estudiantes podrian aceptar informacion
sin custionarla, confiando en las respuestas
proporcionadas por la IA (n=15)

Disminucion de la motivacién intrinseca: La
automatizacion de tareas podria reducir la sensacién
de logro y satisfaccion personal (n=25)

24%

Aislamiento social: La integracion excesiva con
dispositivos podria afectar negativamente las
relaciones interpersonales de los estudiantes (n=20)

10%

Todas las anteriores (n=8)

Figura 6
Inteligencia Multiple que se encuentra
afectada por el uso de la Inteligencia Artificial

Pregunta: ;Qué tipo de inteligencia multiple
considera que se ve mas afectada por el uso
excesivo de herramientas de inteligencia artificial?

Inteligencia lingiiistica, debido a la sobredependencia
en la informacidén generada por IA (n=21)

Inteligencia l6gico-matematica, al automatizar
procesos de célculo y resolucion de problemas (n=21)
25%
Inteligencia interpersonal e intrapersonal, al reducir
la interaccion social y la reflexion personal (n=18)
15%

Ninguna de las anteriores, ya que la IA puede
potenciar todas las inteligencias (n=11)
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son vistas como las mas perjudicadas
(Figura 7). Estas capacidades son las
que permiten formar y sostener creen-
cias justificadas, construir argumentos
y establecer relaciones logicas entre
ideas: funciones esenciales de la agen-
cia epistémica. Su declive representa un
riesgo estructural para la ciudadania in-
formada en tiempos digitales.

La accién mas elegida fue fomentar
el uso responsable y critico de la IA
(60%), seguida por desarrollar habili-
dades socioemocionales (31%) como se
aprecia en la Figura 8. Esto muestra que
los docentes identifican con claridad
la necesidad de reconstruir la agencia
epistémica mediante estrategias peda-
gbgicas que integren la reflexion criti-
ca, la autorregulacion y el juicio moral
frente a la [A.

Discusion

Los resultados evidencian que la capa-
cidad de razonamiento (18%), la sinte-
sis (15%) y la creatividad (15%) son las
dimensiones mas perjudicadas. Estas
competencias sostienen la formacion de
creencias justificadas, la construccién
de argumentos y el establecimiento de
relaciones logicas entre ideas; su dete-
rioro compromete la agencia epistémica
y, con ello, la posibilidad de una ciuda-
dania informada en entornos digitales.
En el trasfondo aparece una reconfi-
guracion del ecosistema cognitivo: los
sujetos navegan entre la autonomia y
la dependencia de sistemas algoritmi-
cos que median —y a veces sustituyen—
procesos de juicio, andlisis y decision

(Fricker, 2007).



Figura 7
Elementos que perjudican a los estudiantes en
la utilizacion de Inteligencia Artificial

Pregunta: De los siguientes elementos, ;cudles
considera que perjudican a los estudiantes en la
utilizacion de inteligencia artificial?

14%
Capacidad de analisis (n=17)

15%
Capacidad de creatividad (n=18)

15%

Capacidad de sintesis (n=19)

11%
Capacidad de innovacion (n=11)
18%
Capacidad de razonamiento (n=23)
14%
Capacidad de comunicacion escrita (n=18)
13%

Considero que la IA puede ser una herramienta para
estimular todo el desarrollo (n=16)

Figura 8

Acciones concretas para mitigar aspectos
negativos en la Inteligencia Emocional de los
estudiantes

Pregunta: ;Qué acciones concretas cree que las
instituciones educativas deberian tomar para
mitigar los posibles efectos negativos de la IA en la
inteligencia emocional de los estudiantes?

4%

Limitar el acceso a herramientas de IA (n=2)

60%

Fomentar el uso responsable y critico de la IA (n=35)

Implementar programas de desarrollo de habilidades
socioemocionales (n=18)

.5%

Todas las anteriores (n=3)
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Una primera dimension critica es la
delegacion epistémica. Las Figuras 2
y 5 —que recogen percepciones do-
centes sobre pérdida de pensamiento
critico y autonomia— son coherentes
con la nocidon de mente extendida: las
tecnologias operan como extensiones
funcionales de la cognicion (Clark &
Chalmers, 1998; Hutchins, 2001). Sin
embargo, cuando esta externalizacion
carece de control metacognitivo, deri-
va en una cognicion pasiva, con menor
autorregulacion y rendicion de cuentas
por las propias creencias. Ortega y Gas-
set (1930) ya advirti6 que la masifica-
cion puede erosionar la individualidad
y debilitar el juicio critico; la “comodi-
dad” de delegar en sistemas inteligentes
intensifica hoy ese riesgo, diluyendo la
responsabilidad epistémica individual.

La segunda dimension atafie a la inte-
raccion epistémica social. Las Figuras 1
y 4 muestran descensos en habilidades
interpersonales y creatividad, signos de
empobrecimiento de los espacios don-
de el conocimiento se negocia y valida
colectivamente. La psicologia social ha
mostrado que el juicio se forja en tra-
mas de confianza, reciprocidad y con-
traste (Asch, 1956; Milgram, 1974; De
la Cruz & De la Mata, 2007).

Si la mediacion algoritmica homoge-
neiza contenidos y desactiva el disenso,
se reduce la diversidad interpretativa
y se facilita una epistemologia estan-
darizada. Desde la teoria de la accion
comunicativa (Habermas, 1981), sin
deliberacion racional y sin consensos
criticamente fundados, se debilita tanto
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la esfera ptiblica como la calidad episté-
mica del conocimiento compartido.

La tercera dimension articula lo cogni-
tivo y lo emocional. Las Figuras 3 y 7
registran ansiedad, estrés y reduccion
del razonamiento. La sobrecarga in-
formativa y la presion por inmediatez
favorecen un cansancio de la reflexion
que inhibe la pausa, el error formativo y
la incertidumbre creativa (Byung-Chul,
2012). Como sefiala Camps (1996), la
obsesion por la eficiencia descuida la
reflexividad y la vida emocional, ambas
indispensables para una cognicidon pro-
funda y para sostener la autonomia in-
telectual. En esta clave, Cortina (2007)
propone una ética de la razon cordial —
racional y afectiva a la vez— que resulta
pertinente para reconstruir hébitos de
juicio responsable en aulas hipermedia-
das.

Este cuadro se inscribe en transforma-
ciones macroestructurales descritas por
Castells (1996) y Echeverria (1997):
la sociedad red y el tercer entorno ex-
panden conexiones, aceleran flujos e
introducen nuevas asimetrias de poder
informacional. La autoridad epistémi-
ca de la IA se amplifica en plataformas
cuyo disefio busca predecir y modular
conductas (Zuboff, 2019), desplazando
el criterio de /o importante por el de lo
relevante segin métricas opacas. En
paralelo, los filtros burbuja restringen
no solo el acceso, sino la posibilidad de
cuestionar creencias propias (Pariser,
2011), mientras la opacidad y el sesgo
de los modelos a gran escala generan
dafios sistémicos (O’Neil, 2016). Todo
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ello refuerza lo que Floridi (2014) de-
nomina paso de la infosfera a la hipe-
resfera: el problema ya no es acceder a
datos, sino interpretarlos criticamente
en contextos de personalizacion perma-
nente.

En educacion, estas dinamicas afectan
especialmente las practicas de razona-
miento y modelizacion. Desde la di-
dactica de la matematica, De Guzman
(1993) subraya el papel de la resolucion
de problemas, la heuristica y la meta-
cognicidn para cultivar pensamiento au-
tonomo; hoy, estas estrategias resultan
claves para contrarrestar la dependencia
instrumental de asistentes algoritmicos.
En la misma linea, Maggio (2018) pro-
pone enriquecer la ensefianza con una
pedagogia de la agencia que integre di-
mensiones epistemoldgicas, éticas y so-
cioemocionales; Savater (1997) insiste
en formar individuos libres y responsa-
bles; y Freire (1970) concibe la educa-
cion como practica de libertad, contraria
al modelo bancario que pasiviza a los
estudiantes. Esta triada converge con
Medina (2013), para quien la resisten-
cia epistémica se teje en redes solidarias
que desafian patrones hegemonicos de
desinformacion y credibilidad.

El plano civico-politico también queda
interpelado. Nino (1992) recuerda que
la salud de la democracia depende de
una cultura de legalidad y deliberacion
publica; sin ciudadanos con agencia
epistémica —capaces de evaluar razones
y evidencias— se erosionan los funda-
mentos de la legitimidad democratica.
Aqui, la alfabetizacion critica en 1A
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deja de ser un lujo técnico y se convier-
te en requisito democratico.

Desde la cultura mediatica, Eco (1964)
advirti6 las tensiones entre cultura de
masas y alta cultura, invitando a evitar
tanto el apocalipticismo como la in-
genua integracion. Esa tension reapare-
ce en la economia de la atencion actual.
Piglia (1999), al reflexionar sobre las
formas breves, permite pensar como la
fragmentacion textual modula hoy ha-
bitos de lectura y escritura, con conse-
cuencias para la sintesis y la coherencia
argumentativa. Y aunque Sampedro
(1985) sea obra literaria, su énfasis en
los vinculos intergeneracionales y afec-
tivos recuerda que el conocimiento es
también una practica situada en rela-
ciones de cuidado, dimension retomada
por la evidencia docente que pide pro-
gramas socioemocionales.

A la luz de todo lo anterior, la Figura
8 no es un apéndice instrumental sino
un vector estratégico: el profesorado
demanda uso critico de la IA y progra-
mas socioemocionales como condicio-
nes para recuperar el juicio propio y la
cooperacion cognitiva. Esta orientacion
converge con Cortina (2007) y Camps
(1996) en la integracion de razon y afec-
to; con Maggio (2018), Savater (1997)
y Freire (1970) en el foco en autonomia
y responsabilidad; con Medina (2013)
en la necesidad de redes de resistencia
epistémica; y con De Guzman (1993)
en la centralidad de la metacognicion.
En paralelo, el diagnostico macro (Cas-
tells, 1996; Echeverria, 1997) y las
alertas sobre plataformas y algoritmos

O

(Zubofft, 2019; Pariser, 2011; O’Neil,
2016; Floridi, 2014) justifican disefar
entornos de aprendizaje que hagan visi-
bles los criterios algoritmicos, diversifi-
quen fuentes, practiquen el desacuerdo
razonado y fortalezcan la responsabili-
dad epistémica.

El conjunto de evidencias y marcos ted-
ricos converge en una tesis: sin agencia
epistémica no hay aprendizaje signi-
ficativo ni ciudadania robusta. Recu-
perarla exige intervenir en tres frentes
acoplados: (1) cognitivo-metacognitivo
(heuristicas, verificacion, autorregula-
cion); (2) sociointeraccional (delibera-
cion, disenso productivo, redes de con-
fianza); y (3) afectivo-ético (cuidado de
la atencion, manejo de la ansiedad, res-
ponsabilidad por creer). Solo asi la TA
podré operar como catalizador del dis-
cernimiento y la creatividad, y no como
dispositivo que estandariza, acelera y
empobrece el pensar.

CONCLUSIONES

La investigacion permite demostrar que
la irrupcion de la inteligencia artificial
estd transformando de manera estruc-
tural la agencia epistémica, debilitando
competencias fundamentales como el
razonamiento, la sintesis y la creativi-
dad. Estos resultados confirman que
el problema no se limita al uso instru-
mental de nuevas tecnologias, sino que
alcanza a la forma en que los sujetos
piensan, sienten y se relacionan con el
conocimiento. Se identifican tres ejes
de impacto:

1. Delegacion epistémica: la externali-
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zacion de procesos cognitivos hacia
algoritmos reduce la autonomia inte-
lectual y fomenta la pasividad en la
toma de decisiones.

2. Interaccion social debilitada: 1a ho-
mogeneizacion de contenidos limita
el disenso y empobrece la construc-
cion colectiva de saberes.

3. Dimension emocional comprome-
tida: la sobrecarga informativa y la
logica de inmediatez incrementan el
estrés y dificultan la reflexion pro-
funda.

Estos hallazgos muestran que la agen-
cia epistémica no es Unicamente una
capacidad individual, sino una practica
situada que depende de condiciones pe-
dagogicas, emocionales y sociales.

La evidencia sugiere que la educacion
debe asumir un papel protagonico, no
solo en la ensefianza de herramientas
digitales, sino en la formacion de suje-
tos criticos, autobnomos y responsables
frente a la tecnologia.

En consecuencia, es necesario promo-
ver practicas educativas que fortalezcan
la metacognicion, integren el cuidado
emocional y favorezcan espacios de
deliberacion y didlogo. La pedagogia
orientada a la agencia se convierte en la
estrategia mas adecuada para enfrentar
los riesgos de uniformidad cognitiva y
dependencia algoritmica, y para garan-
tizar que la inteligencia artificial sea un
recurso que amplifique la autonomia y
la creatividad humanas en lugar de sus-
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